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1. SUMMARY 

This report concentrates on generating physical explanation for commonly used 
discriminants. It begins with a brief review of broadband observations from earthquakes 
and an explosion occurring in North Korea. By comparing detailed earthquake modeling 
results, we confirm the existence of radiation pattern for body wave arrival onsets to 
high-frequency, > 8 Hz. We also addressed the coda-levels for all three components and 
demonstrate that the (P/S) spectral levels provide a useful discriminant, especially at 
large distances at frequencies > 2 Hz. To simulate these features, we performed anelastic 
3D finite-difference calculations on highly heterogeneous media for a range of source 
depths, receiver distances, and source-types. In this first stage, we investigated the effects 
of small-scale crustal heterogeneities including fault-damaged zones. In the second stage, 
we investigated the effects of surface topography including mini-basins combined with 
crustal heterogeneities. Our numerical experiments show that wave-path scattering is a 
major contributor to S and Lg coda from shallow explosions and depends on source 
depth. P/Lg ratios estimated at different frequencies indicate that it is indeed an excellent 
discriminant at high frequency. However, at frequencies below 2 Hz, explosions and 
earthquakes look the same for realistic crustal models containing shallow mini-basins. A 
second possible discriminant is the ratio P (high frequency) / P (low frequency) or P (2 to 
4 Hz) / P (.1 to 2 Hz) that works particularly well at small distances. This appears to be 
caused by the effect of pP on the shallow explosion. A product discriminant of [P (hf) / P 
(lf) · (P/S)] should work best according to our simulations. 

2. INTRODUCTION 

The objective of this study is to analyze and evaluate the effect of scattering on 
amplitude and frequency content of Pg and Lg waves due to small-scale crustal 
heterogeneities and surface topography through 3D finite-difference simulations and 
modeling of recorded waveform data. This objective is relevant to the urgent need for 
accurate measurements of Lg wave amplitude and frequency content for magnitude and 
yield discrimination. 
 
The research is focused on the following topics:   
 

1. Influence of scattering due to complex structure and surface topography on the 
variability observed in amplitude estimates of regional phases.  We analyzed 
simulation results of regional wave propagation scattering, obtained with efficient 
three-dimensional (3D) finite-difference computer programs that can also treat 
surface topography, including mini-basins. 

2. Influence of scattering effects due to rough topography near the source and station 
on the amplitude of observed regional phases, involving explosion source. 

3. Implication of wave scattering effects in P/S discriminants between earthquakes 
and explosions. 
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The main purpose of the study is basic understanding of scattering and its effects 
through step-by-step numerical experiments and waveform modeling, with the goal of 
providing useful insights into ongoing research for development of simple empirical 
models of scattering that can be used in reducing the scatter in measures of Lg and coda 
wave magnitude observed in some regions. Coda waves are created by wave scattering 
caused by heterogeneous crustal structure and surface topography.  They provide precise 
but relative measurements of seismic amplitude, therefore scalar moments are needed to 
adjust the measurements to absolute units (e.g., Mayeda et al., 2005). 
 

In an investigation of regional coda waves Phillips et al. (2001) found that strong 
laterally varying effects of underground structure correlate well with known Lg path 
effects in central Asia as shown in Phillips et al. (2000).  However the amplitude of Lg 
phase and coda waves strongly depends on small scale structural variation in the upper 
crust which contributes to phase conversions and local wave focusing.  Propagation of Lg 
waves is also affected by surface topography (Zhang, T. and T. Lay, 1994) including 
mountain ranges (e.g., Ruzaikian et al., 1977; Ni and Barazangi, 1983) and surface 
topography in the source region. Because of the lack of robust numerical techniques this 
is an area that has received little attention.  Some success has been attained in the 
theoretical explanation of the blockage of regional phases by topography.  However 
Campilllo et al. (1992) were unable to explain the sharp decrease in amplitude for Lg 
along a path across the Alps.  In this study, we have investigated the effects of scattering 
due to small-scale heterogeneities in the crust, and seismic scattering due to regional 
surface topography in relation to source type, source depth and surface geology. 
 

Another important problem in seismic source discrimination is the generation of S 
waves from explosion sources.  Regional recordings of underground nuclear tests show S 
phases, particularly Lg, on all three components.  Several hypotheses suggest that part of 
the S waves are generated at the source region due to complex interaction between the 
compressional waves and material properties including cavities, cracks and topography 
around the source, and that other parts are generated by seismic scattering that causes 
wave type conversion.  Wave type conversion produces energy on components where 
there would be none in a plane-layered medium.  Patton and Taylor (1995) have 
suggested Rg to S (Lg) scattering.  Scattering of Rg to body waves, including S waves, 
by topography (Bullitt and Toksoz, 1985; Jih, 1994) and by near surface heterogeneity 
has been demonstrated by some numerical models. For example using simple 2D and 3D 
finite difference calculations, McLaughlin et al. (1993), and Stead and Helmberger 
(1988) have shown that azimuthal variation of the wavefield can vary greatly depending 
on the exact location of the explosion with reference to the rock free surface. Calculations 
by Stevens et al. (1993) also showed that the radiation from an explosion in a mountain 
was very sensitive to elevation above the surface surrounding the mountain.  More 
complex free-surface diffraction and reflection effects are expected from small 
earthquakes which have a complex source radiation pattern. 
 

Building upon experience gained over many years and recent numerical techniques 
for modeling the source, surface topography and wave propagation (e.g., Xie et al., 2005; 
Toksoz et al., 2005; Myers et al., 2005;) we developed 3D velocity models to investigate 
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the generation of S waves from explosion sources and implication of wave scattering in 
source discrimination.  An essential feature of the regional models and their analyses is 
the localization of the structures causing the fluctuations to the lithosphere immediately 
below the array or below and above the earthquake or explosion source.  Fluctuations of 
amplitude affect the accuracy of magnitude determination, and hence yield estimation.  
The fluctuations are reflected in the scattering of Lg magnitudes and their stability.  Here 
we examine the relative contributions of wave-field scattering and absorption effects on 
different frequency bands of Lg and coda waves due to localized small-scale bodies 
embedded in a crustal velocity model, randomly distributed near the source and away 
from the source. 

2.1 Observed Regional Seismic Wave Propagation Scattering 

We analyzed scattering effects on recorded regional seismograms from earthquakes in 
South Korea. In particular we have analyzed envelopes of broad-band velocity 
seismograms at different frequency bands, recorded at stations near nodal planes.  The 
coda of P and S waves near nodal planes are both direct products of wave scattering.  
Therefore the comparison of the three components of motion at such stations could give 
useful information about the size of random structural complexities responsible for the 
observed coda waves.  This information is crucial in guiding the development of our new 
scheme that was used to model random spatial perturbations of the velocity.  
 

We investigated the amplitude variation of the ground velocity envelope as a function 
of frequency from the Mw4.5 earthquake in South Korea, Figure 1.  We used broad-band 
recordings for most of these stations with a few near-in observations included, at stations 
CHC, CHJ, ULJ, and SES.  The station and the earthquake locations are displayed.  The 
earthquake was located at a depth of 11 km.  Its focal mechanism (strike=209o, dip=90o, 
rake=180o) was determined using a cut and paste (CAP) inversion technique that is based 
on different weights for relatively high frequency waveform modeling of Pnl and 
relatively long period surface waves (Tan et al., 2006).  Pnl and surface waves are also 
allowed to shift in time to take into account of uncertainties in velocity structure.  Joint 
inversion of Pnl and surface waves provides better constraints on focal depth as well as 
source mechanisms.  The pure strike-slip mechanism of the earthquake and its recording 
at stations near the P wave nodal planes are ideal for analyzing regional scattered waves.  
Figure 2 shows the amplitude variation of the ground velocity envelope as a function of 
frequency at four stations.  Stations CHJ and CHC are close to P-wave nodal planes.  At 
these stations the tangential component of motion is much higher than the two others.  
The epicentral distance of the considered stations varies from 69 km at CHJ to 214 km at 
SES. Several general observations relevant to the wave scattering can be made.   

First, the relatively large amplitude of the direct P wave on the vertical and radial 
components observed at the non-nodal stations ULJ and SES remains significant even at 
frequencies higher then 8Hz.  This indicates that the radiation pattern of the P waves is 
effective even at such high frequencies.  In contrast, the P wave scattering, expressed as 
the relative increase of amplitude of the P wave and its coda in the tangential component 
of motion at P-wave nodal stations, becomes significant at frequencies higher than 4 Hz. 
Note the relatively large amplitude of P coda waves on the tangential component at such 
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frequencies.  This indicates that P to S-wave conversions are significant at high 
frequencies.  As it will be shown later, scattering effects due to small-scale perturbations 
in the shallow crust cause similar increase in amplitude of high frequency P-wave coda in 
all three components.  Amplitude changes of P waves and their coda as a function of 
frequency could be very helpful in constraining the basic parameters of scattering 
models.   

Second, because of their shorter wavelength S waves are more susceptible to wave 
propagation scattering effects.  As shown in Figure 2, for such waves the amplitude 
difference between the three components that is controlled by the source radiation pattern 
is observed only at frequencies lower than 2 Hz.  At frequencies higher then 4Hz, and 
independently of the epicentral distance, the amplitude of S wave coda is the same for all 
three components.  This suggests that at high frequencies the amplitude of S wave coda 
does not follow the source radiation pattern.  This example shows that at high frequencies 
the S wave radiation pattern is mainly controlled by wave scattering in the crust.  This 
very robust feature of S coda waves could be used to derive stable estimates of source 
parameters.  

We also observed that the ratio between Pn and Pg seems to be stable over different 
frequencies. For strike slip events such as the 070120 Korean earthquake, Pn should be 
much smaller than Pg because of its steeper takeoff angle.  But for explosions, Pn and Pg 
seem to have similar amplitudes (Kim and Richards, 2007).  For the Korean earthquake, 
Pn is indeed much weaker than Pg for all the frequency bands, suggesting that the ratio 
between Pn and Pg can be used to constrain source mechanisms event at high 
frequencies, and should be very useful for discrimination purposes.  Based on this 
investigation we derived the following conclusion: 
 
1. Source Radiation pattern of P waves starts to break down only at above 8Hz. 

2. Significant increase in amplitude of P coda waves in the tangential component above 4 
Hz due to P-S conversions. 

3. S waves are more susceptible to wave propagation scattering.  The radiation pattern 
effect of S waves is largely distorted at frequencies above 2 Hz.  At these frequencies the 
amplitude of all three components becomes the same. 

2.2 Observed Scattering Effects on Waveforms from Earthquakes and 
Explosions 

The origin of the high frequency scattering affecting mainly the P, Rg and Lg coda 
waves (above 1Hz) could be due to either deep or shallow crustal structure complexities 
along the wave path or in the source region (e.g., Dainty 1996; Wu et al., 2000, He et al., 
2008).  Several studies have shown that the Lg wave scattering is related to small-scale 
structural heterogeneities.  Other causes of scattering could also be large-scale structural 
complexities such as crustal thinning or multipathing in the crust and large basins (e.g., 
Ni and Barazangi, 1983; Phillips et al., 2000). 
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We investigated the effect of wave scattering on broad-band waveforms in connection 
with the source depth and distance.  We analyzed smoothed waveform envelopes from 
the North Korean explosion and the 020416 M4.5 earthquake in North Korea recorded at 
close and intermediate distances, about 100 km for STATION1 and 400 km for MDJ, 
respectively.  The earthquake, explosion and stations location are shown in Figure 3.  
STATION 1 which is not shown in this figure is located south west of MDJ.  The 
epicentral distance between the earthquake and explosion is about 60 km.  Knowing that 
the geological structures along the azimuthal direction of the two stations are very 
different it is expected that the wave scattering will have different effects on the 
corresponding waveforms.  However we want to see whether or not such effects are also 
dependent on distance, source depth and type of waves.   
 

Figure 4a shows smoothed envelopes of broad-band velocity seismograms from the 
020416 earthquake recorded at station MDJ and STATION 1.  The envelopes are 
calculated at the frequency bands of 0.8-2 Hz and 4-8 Hz.  An interesting feature of the 
envelopes is the decay rate of P coda waves.  At STATION1, which is closer to the 
source, the decay rate of P coda wave amplitude is much higher than that at MDJ.  P to S 
wave conversions due to structural complexities and the complex free surface geometry 
provide more energy to P coda waves.  The recording at MDJ shows such scattering 
effect increases with distance.  Also in contrast with MDJ, at STATION1 the amplitude 
ratio between P and S waves does not change with frequency. This tells us that wave 
scattering at short distances have similar effects on direct P and S waves. These 
observations suggest that in this particular region the wave propagation scattering is 
azimuthally dependent.  Scattering is stronger on the S wave then the P wave and along 
the path to MDJ which is also the longest.  As a consequence the S/P ratio at MDJ is 
strongly reduced at high frequencies in all three components.  

It is interesting to see whether such effects depend on the source type.  We performed 
the same analyses to the explosion waveforms at MDJ and STATION1.  Figure 4b shows 
smoothed waveform envelopes for the 061009 North Korean explosion calculated at 
MDJ and STATION1.  The explosion waveforms are rich in S wave energy, in particular 
at STATION1 which is closer to the source.  The difference in wave scattering between 
the two stations observed during the earthquake remains visible even for the explosion 
source.  The similarities between the explosion and earthquake suggests that the observed 
difference in scattering effects between the two stations is rather shallow and not strictly 
related to the source region. 

The comparison of waveform envelopes between the earthquake and explosion is 
shown in Figure 4c.  Note that along the short wave path to STATION1, with low wave 
path scattering,  P/S coda waves amplitude ratios for the earthquake and explosion are 
very similar.  In contrast along the wave-path to MDJ which is longer and with strong 
wave scattering the P/S ratios between the earthquake and explosion are very different. 
P/S ratio for the explosion at MDJ is much larger.  These observations suggest that at 
large epicentral distances the cumulative effect of wave scattering on P/S coda wave ratio 
is enhanced.  Therefore at large distances the P/S coda wave ratio could be a good 
discriminant between earthquakes and explosions.  This observation is very well 
reproduced by our subsequent simulations of 3D wave scattering. 
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3. Fault Zone Wave Scattering: Big Bear, California Earthquake 
Sequence 

The Joint Verification Experiment indicated that a magnitude (mb) bias (δmb) exists 
between the Semipalatinsk Test Site (STS) in the former Soviet Union (FSU) and the 
Nevada Test Site (NTS) in the United States.  Generally δmb is attributed to differential 
attenuation in the upper mantle beneath the two test sites.  This assumption results in 
rather large estimates of yield for large mb tunnel shots at Novaya Zemlya.  A re-
examination of the US testing experiments suggests that δmb can partly be explained by 
anomalous NTS (Pahute) source characteristics.  This variation is probably due to 
variations in source conditions.  Studies that combine analyses of regional and 
teleseismic data from NTS nuclear explosions and local earthquakes and 3D wave 
propagation modeling can provide valuable information on near-source shallow structure 
affects on depth phases and near-source wave scattering. Such data is extremely useful in 
comparative studies of the target and master events.  
 

Near-source wave scattering has a great implication in shaping the source energy 
radiation at local and teleseismic distances.  It also affects the amplitude of depth phases.  
Due to limited knowledge of small-scale crustal heterogeneities and insufficient near-
source recorded waveform data, source region wave scattering is often neglected in 
studies of focal mechanism and magnitude estimates, in particular for events located in 
tectonically complex regions.  Two types of source region scattering are relevant to our 
study which is aimed at investigating empirical source discrimination techniques using 
coda waves.  The first is fault zone wave scattering, a well known phenomena that have 
been the focus of many recent studies.  The second is scattering due to local topography 
and microbasins near shallow seismic sources.  
 

Several studies have shown strong evidence of fault zone wave scattering described 
as fault zone trapped waves. Most of them are focused on near-fault ground motion 
characteristics.  By using very high quality date Tan and Helmberger (2009) have been 
able to demonstrate significant effects of fault zone complexities on rupture 
characteristics.  Their waveform crosscorrelation analysis could be used as 
diagnostication tools for detecting fault zone effects on P and S coda waves at regional 
distances.  Here we briefly describe the essence of their study and its implication to 
understanding the fault zone scattering. 
 

Tan and Helmberger (2006) analyzed broad-band waveform data to infer focal 
mechanism, rupture directivity, kinematic rupture, and stress drop parameters for a large 
number of earthquakes from the 2003 Big bear earthquake sequence (Figure 5).  Their 
technique uses small events as Empirical Green’s functions to calculate Relative Source 
Time Functions (RSTF). RSTF are then used to derive the rupture directivity.  Figure 6 
shows inferred rupture direction for selected events.  For these events the rupture planes 
have complex orientation indicating complex faulting.  In particular, ruptures propagate 
in all directions, with wide-ranged rupture speeds.  For example, although they are 
closely located, the neighboring events, 13935996 (Event 1) and 13936596 (Event 5), 
rupture on conjugate fault planes, suggesting cross-over faults at depth.  Besides, the 
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events that are both located on the main shock fault plane, e.g., 13937492 (Event 7) and 
13935996 (Event 1) rupture in completely opposite directions, which indicates 
heterogeneity of the fault plane or complexity of the fault zone.  
 

The Big Bear earthquake sequence shows a clear relationship between the relative 
location of small earthquakes with respect to mainshock, and their source characteristics.  
Small events located near the main event (NF) have relatively low stress drop and 
relatively large rupture velocity and fault length compared to more distant cross-fault 
events (DF) to the north, Figure 7, Tan et al. (2006).  In addition, the NF events display 
more complexities between the P-wave-train and S-wave-train.  Many of these events 
have relatively complex S-waves compared to the DF events.  The P-waves seem 
relatively stable since they were able predict the differences based on directivity 
estimates and fault parameters.  However, many of the S-waves are observationally more 
complex when we applied waveform intercorrelation between an event located inside the 
fault zone and an event located outside the fault zoned (Figure 8).  As shown in this 
figure the quality of the intercorrelation at station DPP for event 1396326 and event 
13937600 is different for P waves and S waves.  This suggests that these complexities are 
caused by wave propagation scattering in the fault damage zone where the sources are 
located.  The small scale heterogeneities affect the S waves more than the P waves which 
have longer wavelengths.  We argue that this feature is caused by fault-zone damage 
where energy is locally trapped in the slow leaky waveguide and then re-radiated from 
the lateral edges of the fault zone.  In a subsequent section we will show results of our 
modeling of fault zone wave scattering.  Our 3D numerical simulation demonstrates the 
implication of fault zone damage on observed waveform scattering of P and S waves. 

4. Simulation of 3D Wave Scattering Using Finite-Difference Method 

Early studies on attenuation demonstrated that velocity fluctuations with alternating 
high and low velocity layers, similar to those found in well logs, are most effective in 
removing high frequencies from the earliest portion of the transmitted wave train (e.g., 
Saikia, 2006).  We used velocity fluctuations in 3D media to duplicate this feature 
commonly observed geologically in stratigraphy as alternating layers of shale and 
sandstones in sedimentary layers or alternating layers of gabbro and granite in bedrock.  

The influence of crustal random heterogeneities of all scales and surface topography 
are shown to be very important factors influencing the scattered waves observed as coda 
waves.  While analyses of recorded seismograms can reveal the degree of complexities in 
the crust and the effect of small scale and large- scale perturbation on different wave 
phases, the numerical experiments can be used for isolating effects caused by the wave 
path, seismic source, and local structures.  They can also be used to verify hypothesis that 
are at the foundation of several discrimination methodologies and complement studies of 
waveform analyses in regions with sparse station coverage.  

Recent studies of wave propagation based on three-dimensional finite-difference 
methods (3D-FDM) have contributed to a better understanding of the heterogeneous path 
and source process (Myers et al., 2003; Pitarka et al., 1998, Graves et al.,1998; Graves 
and Pitarka 2004; Frankel and Vidale,1992).  A common feature of the 3D-FDM 
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techniques applied in most of these studies is the use of the uniform-grid formulation 
with constant grid spacing, which requires relatively large computer memory.  Due to 
computational limitations, these studies are restricted to long periods (usually longer than 
1s), and use relatively high values for the shear velocity of the near-surface sediments. 
3D-FDM techniques capable of extending these calculations to shorter period 
seismograms at large distances without additional computer memory are essential to 
understand the influence of the propagation model in the regions of CTBT interest, where 
geologic features are complex.  A significant improvement in the 3D finite-difference 
technique was made by the application of the finite-difference operators on 3D grids with 
variable spacing (Pitarka 1999).  This, combined with parallel processing, enables the 
modeling of wave propagation at high frequencies using realistic crustal velocity models.  
Our 3D-FDM computer code solves the stress-velocity equations in a heterogeneous 
medium using staggered grids based on such technique.  The code can also treat 
heterogeneous structure with surface topography and rupture dynamics as well (Pitarka 
and Irikura, 1996, and Pitarka and Dalguer, 2003).  The technique is an excellent 
approach to modeling complex wave propagation in regional settings. 

In this study we apply a 3D staggered grid finite difference technique and a grid with 
variable spacing (Pitarka, 1999) to simulate the effect of surface topography and shallow 
crustal heterogeneity on wave propagation scattering on both isotropic explosion and 
earthquake sources.  Our finite difference code solves the stress-velocity wave equations 
in a heterogeneous medium using staggered grids.  Anelastic attenuation is implemented 
efficiently using relaxation times between stress and strain based on the viscoelastic 
modulus representation (e.g., Day and Bradley [2001]; Graves and Day [2003]).  The 
technique for generating the 3D velocity model on a regular grid with variable spacing 
allows for inclusion of small-scale complexities and surface topography as well.  The 
technique we use to model free surface topography is an extension of the formalism that 
we have applied to modeling wave propagation in media with curved free surface 
(Pitarka and Irikura, 1996).  The performance of our free-surface boundary condition 
technique at handling Lg coda waves for flat free surface and very long distances was 
compared with that of the FK method of Saikia (1994) for a shallow source.  Also the 
technique has been validated against other standard and accurate techniques for modeling 
surface topography such as 2D-Boundary Element Method (BEM) and the 2D-Discrete 
Wavenumber-Boundary Integral Equation method of Takenaka et al. (1996). 

4.1 Parameterization of Scattering Model 

The wave scattering effects in our 3D simulations are modeled by random 
perturbations of the velocity.  The perturbations expressed in percentage of unperturbed 
shear-wave velocity are spatially correlated using a correlation length.  Results of 
sensitivity analyses with different velocity perturbations and correlation lengths, not 
shown here, confirm the importance of these parameters in producing realistic wave path 
scattering on a broad frequency range.  One way of deriving realistic scattering model 
parameters is to simulate observed broad-band waveforms from small and moderate 
regional earthquakes using random perturbations of well calibrated velocity models.  The 
objective of such modeling is to derive scattering parameterization of the velocity model 
by reproducing the gradual disappearance of the observed radiation pattern of P and S 
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waves with increasing frequency.  This is known to be caused by near-source and wave-
path scattering.  The use of both P and S waves as well as their respective codas decay 
provide excellent empirical constraints on deriving realistic random velocity 
perturbations with correct correlation lengths.  

In our scheme for generating velocity perturbation of the 3D velocity model a random 
number generator is used to assign a velocity perturbation to each point in the 3D grid. 
Originally we had planed to use 3D random media following the three types used by 
Frankel and Clayton (1986). The correlation functions for the Von Karman, exponential, 
and Gaussian functions represent these types of media statistically.  The Fourier 
transforms of the correlation functions represent the power spectrum density of the 
medium fluctuations. Figure 9 shows three-dimensional dimensional media with random 
velocity variations based on exponential and von Karman functions.  

In 2D the Gaussian and exponential functions require a small computer memory even 
for large models.  However 2D Fourier transforms are computationally expensive, 
especially for regional velocity models.  An alternative method that yields random 
perturbations of the velocity model with similar statistical properties is the technique we 
have applied in this study.  The spatial perturbation of velocity in our 3D random model 
is expressed in percentage of unperturbed shear modulus .  The random perturbations 
are inter-correlated using a spatial correlation length D. The perturbed shear modulus * 
at e given grid node ‘k’ is calculated using the following equation: 
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- randi : a spatial distribution of real random numbers ranging between -1 and 1. 
- di :      distance between the given node ‘k’ and adjacent nodes  
             located within an ellipsoid centered at node ‘k’ with horizontal  
             long axis D and short axis D/2.  
- D :      correlation length.  D = 1.5 km. 
 

The wave scattering effects in our 3D simulations are modeled by random 
perturbations of the velocity.  The perturbations expressed in percentage of unperturbated 
shear-wave velocity are inter-correlated using a spatial correlation length.  The scattering 
parameters such as the amount of perturbation (in this case 10%) and its correlation 
length were derived during the previous phase of this study.  Velocity perturbation of up 
to 10% with a correlation length of 1.5 km was found to correctly reproduce the observed 
P and S coda waves decay, and the disappearance of their corresponding frequency-
dependent radiation pattern.  This simple scheme is far less time consuming than other 
scheme which use 3D Fourier transforms.  A similar approach is used to generate the 
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surface topography.  A typical velocity model with irregular surface topography and 
random velocity perturbations used in this study is illustrated in Figure 10.  In this model 
the maximum elevation is 1400m, and the correlation length of the topographical random 
variations is 3 km. 

5. Effect of Seismic Source Depth on Simulated Wave Scattering 

Extensive analyses of short-period teleseismic P-waves from NTS explosions 
performed by Lay and Zhang (1992) in the time domain and Gupta and McLaughlin 
(1989) in the frequency domain reveal that the deeper events are simpler than the 
shallower ones.  They both suggest that this could be caused by the increased scattering 
of shallow complex structure as proposed by McLaughlin, (1986). Some detailed 2D 
modeling studies for Yucca Flats events support this interpretation (e.g., Stead and 
Helmberger, 1988). Yucca Flats has been heavily used with over 40 shots of magnitudes 
greater than 5 and a large number of other smaller ones. 
 

We have examined combined effects of wave propagation scattering due to 
complexities in the shallow crust and surface topography in relation with the source 
depth.  These effects were investigated by calculating synthetic seismograms for two 
double couple point sources located at a depth of 2km and 10 km, respectively.  The 
velocity model used in the simulations is shown in Figure 10.  The small-scale variations 
of the velocity are randomly distributed along the top 5km of the crust.  The velocity 
fluctuations are in the range of 2-10% and their correlation length is 3 km.  In addition to 
small-scale fluctuations our velocity model includes several microbasins with sizes 
varying between 20-40 km and depth up to 3.5 km.  The elevation of surface topography 
varies between 0 and 1400m.  The correlation length of topography random variations is 
1.5 km. The selected minimum grid spacing of 200 m ensures accurate wave propagation 
modeling up to 1.8 Hz.  The ground motion velocity was computed on a linear array of 
stations located on the free surface.  The stations spacing is 4 km, and the maximum 
epicentral distance is 130 km. As shown in Figure 10 several stations are located in 
basins.   
 

We investigated the relative contribution of wave-field scattering on different 
frequency bands.  The comparison between the two scenarios is shown in Figure 11.  
Figure 11 shows the vertical component of synthetic velocity time histories band-pass 
filtered at two frequency bands, 0-1Hz and 1-1.8 Hz. At low frequencies (< 1Hz) the 
waveforms are dominated by the S wave and surface waves for both the deep and shallow 
sources.  However the amplitude and duration of the surface waves are very different 
between the two sources.  As a result of a cumulative scattering effect and probably better 
trapping in the shallow crust of converted waves at the free surface the shallow source 
generate coda waves with longer duration.  This feature is more distinctive at basin sites 
(blue traces in Figure 11).  However, at higher frequencies (> 1Hz) these differences are 
insignificant.  This is clearly seen in Figure 12 where we compare the slope of S wave 
coda in smoothed envelopes of waveforms calculated at stations S16 and S26.  The 
difference in the envelope slope for scattered S waves between deep and shallow sources 
is noticeable only at low frequencies (<1 Hz).  At high frequencies the slope remains 
unchanged at both selected sites suggesting a stable shallow scattering effect.  This result 
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suggests that in relation with the source depth high frequency scattering is more stable 
than the low frequency scattering.  Therefore the slope of the smoothed envelope of the 
low frequency part of the signal could be used to discriminate between shallow and deep 
events. 

6. Effect of Source Type:  Comparison of Earthquakes and Explosions 

Finally, using 3D modeling we will investigate the effect of scattering on Lg and coda 
wave propagation due to topography above the source as a function of frequency band 
and source depth.  For this experiment we will generate regional and far-regional 
seismograms for explosion sources and examine physical conditions related to scattering 
that can excite S waves. (Stead, 1989; Saikia et al., 2001, Stevens et al., 2003; Rodgers 
and Tromp, 2005).  The point source model will also include spall (e.g., Day and 
McLaughlin,1991; Patton and Taylor, 1995). 
 

Aiming at understanding scattering effects in relation with source type we performed 
simulations for an isotropic explosion point source located at a depth of 400 m, and an 
earthquake double-couple point source located at a depth of 2 km.  The source location 
and station locations are shown in Figure 10.  Since we are investigating mechanisms of 
S wave generation, not related to the source,  in our simulations we used an isotropic 
explosion point source model.  The source time function for both earthquake and 
explosion has a flat spectrum in the considered frequency range.  The source time 
function for the earthquake is a “bell-shape” and for the explosion is a modified Haskell 
type. 
 

Figure 13 shows the comparison of the vertical component of velocity seismograms 
calculated at a linear array of stations crossing two basins (see Figure 10).  We observed 
the relative amplitude of P and S coda waves in the frequency ranges of 0.1-1.0 Hz and 
1.0-1.8 Hz. 
 

Both sources generate S coda and Rg waves that are energetic even at short distances.  
The effects of shallow heterogeneities and surface topography on wave type conversions 
such as P to S and S to P as well Rg surface waves are very impressive, especially for the 
explosion source. Our numerical experiment clearly shows that wave-path scattering 
alone caused by rough topography and crustal heterogeneities can produce S coda waves 
with significant energy even for the explosion sources.  It is important to note that P coda 
waves become more energetic a longer distances.  The Rg wave dominates the later 
phases in explosion seismograms.  Their amplitude is larger than that of the direct P 
wave.  However at high frequencies (above 1Hz) the Rg waves quickly attenuate with 
distance.  Because of the Rg to Lg conversions caused by the surface topography the 
amplitude of Rg waves at longer distances is comparable with that of the P waves. 
 

Our simulation suggests that the amplitude ratio between P and Rg coda waves is still 
higher for the explosion source at high frequencies.  This important characteristic is used 
in developing a stable discrimination technique.  Our simulations clearly show that 
because S coda waves have shorter wavelength their amplitude diminishes faster than that 
of P coda waves at long distances. This means that in general P/S type discriminants may 
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work better for longer distances.  This result is in agreement with similar observations 
made when we compared the North Korean explosion and a nearby earthquake at short 
and regional distances, as displayed in Figure 4c. 
 

As demonstrated by the comparison of smoothed envelopes of waveforms calculated 
at two selected stations (Figure 14) P coda waves from the explosion have relatively large 
amplitudes compared to P coda waves from the earthquake.  The cumulative effect of 
scattering caused by the surface topography and spatial structural heterogeneities 
contribute to generation of P coda waves through P/S and S/P conversions.  Contrary to 
low frequencies, at high frequencies the difference of P/Rg ratio between the explosion 
and the earthquake source is significant.  Our simulations demonstrate that the P/Rg wave 
ratio could be a good discriminant between the earthquake and explosion sources.  
However, as we will later show, the performance of this discriminant becomes poor when 
the earthquake is not very shallow and the explosion is not located near a complex 
boundary (e.g., Saikia, 1992). 

7. Effects of Explosion Source Emplacement and Fault Zone Structure 
on Near-Source Wave Scattering 

The comparison of our synthetic seismograms between shallow earthquakes and 
explosions using a velocity model with complex surface topography and heterogeneous 
shallow crustal structure with random perturbations showed that the effects of scattering 
on different types of waves could explain why in general P/S high frequency spectral 
ratio is a good tool for discriminating between earthquakes and explosions.  Given the 
increased accumulated effects of scattering as a function of distance this discriminant 
could work better for longer distances.  However there are cases where P/S ratio is not 
stable.  One reason could be the anomalous wave propagation scattering caused by either 
strong near-source structural discontinuities such as basin edges with strong velocity 
contrast, fault zones with complex geometry, or near source topographical effects on 
waves generated from the source. Here we focus on basin edge effects and fault zone 
trapped waves effects on synthetic seismograms calculated at short and intermediate 
distances (30 -150 km). 

7.1 Basin Edge Effects 

Assessment of effects of near-source structure including micro-basins, surface 
topography, small-scale shallow heterogeneities, and source emplacement conditions on 
local and teleseismic waveforms. 

 
In our investigation we used the 3D velocity model and receivers shown in Figure 10.  

We calculated two sets of synthetic seismograms (0.1-1.8 Hz) from an explosion source 
located near the basin edge, but outside the basin referred to as source RE and from 
another explosion source located near the basin edge inside the basin referred as source 
BE (Figure 15).  Both sources have a depth of 400 m.  The grid spacing in our finite 
difference calculations is 200 m.  Figure 16 compares the corresponding vertical 
component of synthetic velocity band pass filtered at 0.1-1Hz and 1.0-1.8 Hz, frequency 
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bands, respectively.  There are clear waveform differences between the two sources 
especially at high frequencies (1.0-1.8Hz).  The most significant one is the difference in 
amplitudes of P waves and P coda waves.  The explosion outside the basin produces 
much larger P waves that are rich in high frequencies. In contrast the amplitude of the P 
wave and P coda waves is relatively small for the basin explosion.  This behavior could 
be explained by the trapping and diffraction of short period P waves in the basin edge. 
Meanwhile the structural complexity at the basin edge increases the energy of S coda 
waves mainly due to P to S waves conversions.  Besides being attenuated in the basin 
sediments, the P wave do not develop much coda waves as some of their energy reflected 
at the free surface leaks back to the underlying bedrock and deeper crust and probably 
trapping and intrinsic attenuation.  As a consequence the waveform from the basin 
explosion look very similar to these from an earthquake.  Also the reduction of P/S ratio 
caused by basin edge effects makes it difficult to discrimination between the explosion 
and shallow earthquake.  This is clearly seen in Figure 17 which compares smoothed 
envelopes of the vertical component of velocity at station S16 (rock site) and station S26 
(basin site) calculated for an earthquake at a depth of 7 km, explosion located outside the 
basin, and explosion located within the basin.  At high frequencies (1-1.8 Hz) there is a 
striking similarity between the earthquake and basin edge explosion in both rock site and 
basin site.  Our simulation demonstrates that P/Rg ratio for explosion sources is sensitive 
to the source emplacement structural complexities.  Our results suggest that P/S 
discriminants should be used with caution when the explosion source is located very near 
to a basin edge with strong velocity contrast, at least at frequencies less than 2 Hz. 

7.2 Fault Zone Damage Effects 

Fault zone effects on wave propagation have been observed and well recorded during 
large earthquakes.  These observations reveal the complexity of the fault zone damage 
which could reach depths of 7-10 km.  Depending on the structural complexities of the 
fault zone and age of the faults the obvious effects of wave trapping within the fault zone 
have been shown to be significant at high frequencies and near-fault distances.  It is only 
recently that studies of fault zone effects have been extended to smaller events and at 
regional distances of interest for the nuclear explosion discrimination procedures.  As we 
described in the previous section their observation shows that complex structure of 
tectonic regions not only affect the rupture dynamics it also affect the azimuthal 
distribution of radiated energy and rupture directivity.  In addition, the effects are strong 
at high frequencies.  The azimuthal dependency of this peculiar behavior need to be taken 
into account when broad band techniques are used to invert for focal mechanism and 
magnitude estimates of small events.  Through 3D numerical simulations and using 
simple fault zone models we demonstrate the implication of fault zone damage on 
observed waveform scattering of P and S waves. 
 

Figure 18 shows the locations of a vertical fault zone, earthquake epicenter and two 
circular arrays of stations used in the simulation of velocity seismograms.  We used a grid 
spacing of 40m which ensured accurate modeling up to 7Hz.  The fault zone is 700 m 
wide, and reaches a depth of 12 km.  The softer material within the fault zone is 
represented by random perturbations of shear modulus up to 10% with a correlation 
length of 1 km.  In order to investigate the effects of scattering due to the fault zone we 
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calculated velocity seismograms from a pure strike slip earthquake rupturing a 1kmx1km 
fault area.  The rupture starts near the southern edge of the fault and propagates north.  
We considered three different fault locations similar to the ones observed during the Big 
Bear earthquake sequence.  In the first scenario the fault is located in the middle of the 
fault zone.  In the second scenario the fault zone is located outside the fault zone on the 
east side 200 m of the fault.  The simulations for the third scenario were performed 
without the fault zone.  The corresponding synthetic were used a reference in the analyses 
of the rupture scenarios with fault zone effects.  The comparison of transverse and 
vertical components of simulated velocity seismograms (0.1-7Hz) are shown in Figure 
19. 
 

Two interesting wave propagation phenomena are observed when the fault ruptures 
within the fault zone:  First, ringing of the S waves caused by waves trapped within the 
fault zone is visible only at receivers located in front of the north tip of the fault zone 
(receivers 5, 6, and 7).  A less visible ringing is observed after the P wave. It is mainly 
caused by trapped P waves and P to S converted waves.  Second, very pronounced 
surface waves with long coda propagate away from the fault tip.  They dominate the coda 
waves behind the S wave train.  A slight decrease in the duration of direct S wave pulse 
caused by the forward rupture directivity effect is seen at receiver 7.  
 

These typical waveform characteristics are obviously not present when the fault zone 
is excluded, as demonstrated by the half space modeling results.  When the earthquake 
ruptures adjacent to the fault zone the waveform complexities are still preserved.  
However the ringing phenomenon is weaker and the S coda waves at receivers on the 
opposite side of the fault zone are much smaller in amplitude.  The most striking 
difference between the two scenarios is the duration of the direct S wave pulse.  Our 
simulations suggests that when the earthquake is located within the fault zone the S wave 
pulse duration is much longer.  Therefore S waves perturbed by the fault zone structure 
may not contain the correct information about the source rupture process.  They tend to 
be contaminated by wave scattering which largely depends on the relative location of the 
fault with respect to the fault zone.  Also our simulations suggest that the amplitude of 
coda waves from earthquakes near or in the fault zone depends on whether the fault zone 
reaches the free surface.  Buried fault zones may not generate strong surface waves.   
 

Our fault zone model is far for being realistic.  Nevertheless it underlines the 
significant effect of the source region wave scattering in regions with fault damaged 
zones.  

8. Rupture Directivity Effects in Media With Random Velocity 
Perturbation 

Studies of local and regional waveforms from small earthquakes have demonstrated 
that rupture directivity has a significant effect on a broad frequency range.  The forward 
rupture directivity affects the amplitude of seismic waves on a broad frequency range by 
increasing the amplitude of the ground motion in the direction perpendicular to the fault 
plane.  In contrast at sites receiving the backward rupture directivity the ground motion 
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amplitude is greatly reduced but the duration of the signal is increased.  There haven’t 
been many studies of rupture directivity of small events especially at high frequencies.  
By using empirical Green’s functions of small magnitude earthquakes, Tan et al., 2006 
were able to derive the rupture process of earthquakes of the Big Bear sequence in the 
magnitude range m2.5.  They found that the rupture directivity affects frequencies up to 7 
Hz.  These frequencies are within the range used in source discrimination studies.   
 

In this study we investigate the effect of wave scattering on waveforms affected by 
rupture directivity during small earthquakes.  We used two velocity models, one is an 
horizontally layered model (1D model) and the other one includes random perturbation of 
velocity in the upper 6 km of the horizontally layered model, and small shallow basins 
(3D model with scattering).  The perturbations were designed to simulate wave scattering 
similar to the previous numerical experiments.  We calculated synthetic waveforms from 
a double-couple point source with pure strike slip mechanism to maximize the directivity 
effect on the transverse component and an extended source containing 4 double-couple 
point sources with pure strike-slip mechanism, activated at equal time intervals to 
simulate unilateral rupture propagation. The sources are equally spaced by 400 m.  The 
rise time is 0.15 sec,  and rupture velocity is equal to 0.8times the local shear wave 
velocity.  The maximum frequency in our synthetics is 6.5 Hz. 
 

Figure 20a shows an overview of the top part of the model with locations of the 
source and stations.  In this figure we also compare the fault-normal component of 
velocity seismograms for the extended source rupturing toward east and velocity 
seismograms for the reference double couple point source.  The synthetic were calculated 
with the 1D model.  Compared to the single point source model the extended source 
model generates synthetics with slightly reduced high frequency amplitudes, especially at 
receivers on the west  of the source (rec: 6, 5, 4, 3, 2, an 1).  This well-known 
phenomenon is caused by destructive wave interferences at high frequencies. At stations 
affected by the forward rupture directivity the pulses associated with the main phases 
become sharper enhancing the amplitude of high frequency phases.   
 

Figure 20b shows the results of simulations for the 3D model with scattering. 
Scattering increases the time duration of the directivity pulse and reduces the high 
frequency energy of the signal at all stations.  Although effective in reducing the high 
frequency energy at all receivers the wave scattering does not completely destroy the 
high frequency effects of rupture directivity.  This is clearly shown in Figure 21 where 
we compare the amplitude Fourier spectra of the signal recorded at station 12 (forward 
rupture directivity) and station 4 (backward rupture directivity) for the 1D model and 3D-
scattering model.  In this figure we can clearly see that scattering reduces the amplitude 
of high frequency motion, but it does not modify the rupture directivity effects of rupture 
propagation which is expressed by the difference in waveform between motions at 
stations located in a direction toward the rupture propagation direction (station 12), and 
opposite to rupture propagation direction (station 4).  This result demonstrates that in 
general rupture directivity effect expressed by the azimuthal changes of the S wave 
amplitude due to rupture propagation is not affected by wave scattering. 
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9. Seismic Source Discrimination 

Empirical data from earthquakes and explosions have revealed that ground motions 
from explosions contain a considerable amount of S wave energy, and that the ratio of 
P/S spectra could be used as a stable discriminant (e.g., Walter et al., 2007).  
Theoretically, we expect S-waves from explosions to be weak at all frequencies since 
they can only come from pS waves, assuming the usual simple 1D modeling.  Since the 
surface generally has low velocities, this conversion of wave-types is small, therefore a 
flat free-surface has a small contribution to S wave energy.  It is important to know how 
some explosions generate shear wave energy.  Some explosions are best modeled with 
CLVD’s (e.g., Patton 2007), suggesting that S wave energy is generated at the source. 
Near-in data suggests such contributions as well, Saikia, 2006. Kennedy (1982) discusses 
the difference between two Rainier Mesa Tunnel events in terms of block motion. We 
intend to address these issues by modeling NTS events with known source region surface 
complexities. 
 

Recent investigation of factors that affect the spectral content of S waves during 
explosions based on analyses of recorded data and two-dimensional numerical modeling 
suggest that a large portion of S waves is created as a result of P to S wave conversion at 
the free surface as well as wave scattering in the source region (e.g., Mc Laughlin et al., 
1986).  Due to complexities in the surface structure, including topography and micro-
basins, the free-surface reflection coefficients for different waves become complex.  
Because of wave interference the frequency content of the primary waves is altered, thus 
leading to modifications in the spectrum of the source-originated P and S waves.  This 
means that the observed P/S spectral ratio depends not only on the source type but also on 
surface and underground complexities of the medium surrounding the source.  Neglecting 
the effect of these complexities may cause inaccurate yield estimates, and makes the P/S 
spectral ratio discriminant ambiguous at certain frequencies.  It is therefore very 
important to understand and quantify the effects of interaction between primary waves 
with the source-emplacement structural complexities during explosions.  
 

In an effort to study waveform differences between earthquakes and explosions we 
extend the frequency range of our 3D modeling to higher frequencies by performing 
numerical simulations of wave scattering using a regional 3D velocity model of the crust 
with flat topography.  The exclusion of the topography allows the calculation of full 
waveforms at regional distances up to 350 km and frequencies up to 3.5 Hz.  All 
simulations were performed on the computer cluster at Caltech using 300 – 400 nodes.  
We calculated full seismograms using a double couple point source at 2 km depth with an 
arbitrary focal mechanism, and an isotropic explosion point source at 500m depth.  
Figure 22 shows a map view of the crustal velocity model used in our simulations.  The 
crustal 3D velocity model includes flat layers and large scale and small-scale structural 
heterogeneities.  
 

The comparison between the earthquake source and explosion is shown in Figure 23.  
In this figure we compared vertical component seismograms calculated at a linear array 
of stations showed in Figure 22, band –pass filtered at 0.1-3.5Hz and 2.0-3.6 Hz.  All 
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synthetics are scaled to unit maximum amplitude in order to facilitate the comparison 
between P, S and Lg coda waves in each seismogram.  As in previous models with 
surface topography, the generation of secondary S waves and S and Lg coda waves for 
the isotropic explosion source is impressive.  The wave propagation scattering can 
produce Lg, P and S coda waves with significant energy even for isotropic explosion 
sources.  Other simulations performed with the same scattering model confirm that the 
energy of Lg coda waves increases when the source depth decreases.  An even more 
drastic effect was seen for the P coda waves.  The explosion waveforms are dominated by 
high frequency P coda waves and low frequency Lg coda waves (Figure 23a).  At high 
frequencies the relative energy of P and Lg waves starts to show significant differences 
between the explosion and earthquake (Figure 23b).  The P/L ratio is much larger for the 
explosion.  The difference of P/Lg ratio between the explosion and earthquake at high 
frequency is controlled more by P rather than Lg waves.  As demonstrated by our 
simulation the energy of Lg coda waves for both explosion and deep earthquake sources 
are very similar.  At longer distances P waves generated by the explosion become richer 
in high frequency energy compared with the P waves coming from the earthquake source 
(see Figure 23a).  This is probably due to the fact that for shallow sources P and 
converted P to S waves remain trapped within the scattering structure of the shallow 
crust.  In contrast P waves coming from a deeper source, besides being attenuated, do not 
develop much coda waves as some of their energy reflected at the free surface leaks back 
to the deeper crust.  
 

Another interesting characteristic of P waves is the P(high.freq.)/P(low.freq.) ratio.  
Our simulations suggests that P(high.freq.)/P(low.freq.) for the explosion is different 
from that of  the earthquake.  Using the simulated waveforms we estimated the P(2-
3.5Hz)/P(0.1-1.0Hz) and P(2-3.5Hz)/Lg(2-3.5Hz) ratios at 95 sites.  The time window 
used for the P wave includes the direct P and P coda waves.  The comparison of these 
ratios between the explosion and earthquake is shown in Figure 24.  Our result shows that 
for structures with shallow wave-path scattering P(high.freq.)/P(low.freq.) ratio can be 
used as a discriminant between earthquakes and explosions at short distances.  At long 
distances its performance is poor.  In contrast P/Lg ratio at high frequencies could be a 
good discriminant at longer distances.  At low frequencies and short distances P/Lg ratios 
are very similar for shallow explosions and earthquakes.  As shown in Figure 24 a good 
discriminant that works for all distances could be the combination of P(2-3.5Hz)/P(0.1-
1.0Hz) and P(2-3.5Hz)/Lg(2-3.5Hz) ratios.  This combination works well in particular for 
the vertical component which is more affected by the 3D wave propagation scattering and 
free surface topography.  
 

Our numerical experiments with 3D velocity models that include random velocity 
perturbations and microbasins, representing wave scattering in the upper 5km of the 
crust, clearly show that wave-path scattering is a major contributor to S and Lg coda 
waves from explosions.  The energy of Lg coda waves depends on the source depth.  
P/Lg ratios estimated at different frequencies indicate that this ratio could be a good 
discriminant between explosions and earthquakes when calculated at high frequencies.  
P/Lg ratios below 1Hz are very similar for shallow explosions and deeper earthquakes 
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10.  DISCUSSION AND CONCLUSIONS 

-Source Radiation pattern of P waves can be observed at frequencies as high as 8Hz. 

-P-S conversions contribute to significant increase in amplitude of P coda waves in the 
tangential component at high frequencies. 

-S waves are more susceptible to wave propagation scattering.  The radiation pattern 
effect of S waves is largely distorted at frequencies above 2 Hz. At these frequencies the 
amplitude of all three components becomes the same.  This suggests that at high 
frequencies the amplitude of S wave coda does not follow the source radiation pattern.  
This example shows that at high frequencies the S wave radiation pattern is mainly 
controlled by wave scattering in the crust.  This very robust feature of S coda waves 
could be used to derive stable estimates of source parameters.  

-The comparison of waveform envelopes between an earthquake and North Korean  show 
that along long wave path and due to wave scattering the P/S ratios between the 
earthquake and explosion are very different. P/S ratio for the explosion at MDJ is much 
larger.  These observations suggest that at large epicentral distances the cumulative effect 
of wave scattering on P/S coda wave ratio is enhanced.  Therefore at large distances the 
P/S coda wave ratio could be a good discriminant between earthquakes and explosions. 
This observation is very well reproduced by our subsequent simulations of 3D wave 
scattering. 

- Near-source wave scattering has a great implication in shaping the source energy 
radiation at local and teleseismic distances.  It also affects the amplitude of depth phases.  
The analyses of the Big Bear earthquake sequence by Tan et al., 2006 and results of our 
simulations of fault zone trapped waves demonstrate that wave propagation scattering in 
the fault damage zone causes very complex waveforms.  The small-scale heterogeneities 
affect the S waves more than the P waves which have longer wavelengths.  Here we 
argue that this feature is caused by fault-zone damage where energy is locally trapped in 
the slow leaky waveguide and then re-radiated from the lateral edges of the fault zone.  
Our 3D numerical simulation demonstrates the implication of fault zone damage on 
observed waveform scattering of P and S waves. 
 
- A significant improvement in the 3D finite-difference technique was made by the 
application of the finite-difference operators on 3D grids with variable spacing (Pitarka 
1999).  This, combined with parallel processing, enables the modeling of wave 
propagation at high frequencies using realistic crustal velocity models.  Our 3D-FDM 
computer code solves the stress-velocity equations in a heterogeneous medium using 
staggered grids based on such technique.  The code can also treat heterogeneous structure 
with surface topography and rupture dynamics as well (Pitarka and Irikura, 1996, and 
Pitarka and Dalguer, 2003).  The technique is an excellent approach to modeling complex 
wave propagation in regional settings. 

- Our numerical technique for simulating 3D wave propagation scattering through 
random velocity perturbations and surface topography constraint by observed P and S 
coda waves amplitude, and coda wave decay, produces realistic waveforms. 
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 - We have examined combined effects of wave propagation scattering due to 
complexities in the shallow crust and surface topography in relation with the source 
depth.  Our simulation result suggests that in relation with the source depth high 
frequency scattering is more stable than the low frequency scattering.  The slope of high 
frequencies envelope does not depend on the source depth.  In contrast the slope of the 
low frequency envelope depends on the source depth.  Therefore the slope of the 
smoothed envelope of the low frequency part of the signal could be used to discriminate 
between shallow and deep events. 

- Our simulation of shallow earthquakes and explosions suggests that the amplitude ratio 
between P and Rg coda waves is still higher for the explosion source at high frequencies.  
This important characteristic is used in developing a stable discrimination technique.  Our 
simulations clearly show that because S coda waves have shorter wavelength their 
amplitude diminishes faster than that of P coda waves at long distances.  This means that 
in general P/S type discriminants may work better for longer distances.  This result is in 
agreement with similar observations made when we compared the North Korean 
explosion and a nearby earthquake at short and regional distances.  P coda waves from 
the explosion have relatively large amplitudes compared to P coda waves from the 
earthquake.  The cumulative effect of scattering caused by the surface topography and 
spatial structural heterogeneities contribute to generation of P coda waves through P/S 
and S/P conversions.  Contrary to low frequencies, at high frequencies the difference of 
P/Rg ratio between the explosion and the earthquake source is significant.  Our 
simulations demonstrate that the P/Rg wave ratio could be a good discriminant between 
the earthquake and explosion sources. 
 
- Assessment of effects of near-source structure including micro-basins, surface 
topography, small-scale shallow heterogeneities, and source emplacement conditions on 
local and teleseismic waveforms.  Our simulation demonstrates that P/Rg ratio for 
explosion sources is sensitive to the source emplacement structural complexities.  Our 
results suggest that P/S discriminants should be used with caution when the explosion 
source is located very near to a basin edge with strong velocity contrast. 
 
- Our simulations of fault zone damage effects suggest that when the earthquake is 
located within the fault zone the S wave pulse duration increases.  Therefore S waves 
perturbed by the fault zone structure may not contain the correct information about the 
source rupture process.  They tend to be contaminated by wave scattering which largely 
depends on the relative location of the earthquake with respect to the fault zone.  Also our 
simulations suggest that the amplitude of coda waves from earthquakes located near or in 
the fault zone depends on the fault zone orientation and whether the fault zone reaches 
the free surface.  Buried fault zones may not generate strong surface waves. 
 
- Scattering reduces the amplitude of high frequency motion, but it does not modify the 
rupture directivity effects of rupture propagation which is expressed as difference in 
waveform between motions at stations located in a direction toward the rupture 
propagation direction, and opposite to rupture propagation direction.  This result 
demonstrates that in general rupture directivity effect expressed by the azimuthal changes 
of the S wave amplitude due to rupture propagation is not affected by wave scattering. 
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Instead it remains visible in a broad frequency range as shown by Helmberger et al., 
2008. 
 
- Our numerical experiments with 3D velocity models that include random velocity 
perturbations and microbasins, representing wave scattering in the upper 5km of the 
crust, clearly show that wave-path scattering is a major contributor to S and Lg coda 
waves from explosions.  The energy of Lg coda waves depends on the source depth. P/Lg 
ratios estimated at different frequencies indicate that this ratio could be a good 
discriminant between explosions and earthquakes when calculated at high frequencies.  
P/Lg ratios below 1Hz and short distances are very similar for shallow explosions and 
deeper earthquakes.  At short distances and structures with shallow wave-path scattering 
our simulations suggest that P(high.freq.)/P(low.freq.) ratio can be a good discriminant. 
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Figure 1.  (Left panel) Map showing broad-band (red square) and short-period strong 
motion (black triangle) stations in South Korea. Blue squares show IMS (KSRS) stations, 
and the red star indicates the epicenter of the Mw4.5 070120 earthquake analyzed in this 
study. (Right panel)  Focal mechanism of the earthquake and waveform fit obtained with 
a cut and paste (CAP) inversion technique. 
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Figure 2.  Smoothed envelopes of broad-band velocity seismograms recorded at station 
CHJ, SES, ULJ, and CHC from the Mw 4.5 070120 earthquake in South Korea. The 
envelopes are calculated at four frequency bands indicated on top of each panel.  
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Figure 3. Map of southeastern China and Korea Peninsula. Triangles indicate broadband 
and short period stations of the China Seismic Network and Korean Seismic Network. 
The 061009 explosion and 020416 earthquake located in the Korean peninsula, and 
analyzed in this study are shown by green dots. 
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Figure 4a. Smoothed envelopes of velocity seismograms from the 020416 earthquake in 
North Korea recorded at STATION 1 (top panels) and MDJ (bottom panels) in the 
frequency ranges 0.8-2Hz and 4-8Hz. 
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Figure 4b. Smoothed envelopes of velocity seismograms from the 061009 North Korean 
explosion recorded at STATION 1 (top panels) and MDJ (bottom panels) in the 
frequency ranges 0.8-2Hz and 4-8Hz. 
 



 26

 
 
 
Figure 4c. Comparison of smoothed envelopes of velocity seismograms at STATION1 
and MDJ  from the 020416 earthquake (left panels)  and 061009 explosion  (right panels) 
in North Korea band-pass filtered at 4-8 Hz. 
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Figure 5. Focal mechanisms of the Big Bear earthquake sequence 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6. Inferred rupture directivity (arrows) for selected  events and relocated seismicity. The event 
with reliable rupture parameters are color coded depending on the estimated stress drop.  The arrow 
points to the rupture direction while their length is proportional to the estimated fault length.  
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Figure 7. M0/L

3 vs. Vr from the studied events. The results from P wave are displayed in the 
left whereas the S wave results in the right.  Note the apparent anti-correlation between our 
estimated M0/L

3 and Vr as displayed. Such inverse proportionality of ∆σ to Vr is consistent 
with the scale dependent ∆σVr

3 predicted by Kanamori and Rivera (2004), although with the 
limited data points, we are not able to examine the moment dependence of ∆σVr

3. It appears 
that events with low ∆σ, likely on weak faults, tend to propagate at high Vr; whereas events 
with high ∆σ, likely on strong faults, propagate at low Vr. 
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Figure 8. Intercorrelations between recordings of two small events at DPP using S waves 
(top panel) and P wave (bottom panel).   
 
 

 
 
 
Figure 9. Velocity model with smooth topography used in simulations of wave 
propagation scattering.  Cross-section of the top 7 km of velocity model along the source-
station linear array. The velocity is randomly perturbation in the upper 5 km of the crust. 
The maximum elevation is 1400m with a correlation of 3 km. The maximum velocity 
perturbation is 10% and the correlation length of perturbations is 1.5 km.  Note that there 
is a factor of 3 vertical exaggeration. 
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Figure 10. Display of topographic elevation. Triangles indicate stations, and star indicates 
the epicenter location. 
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Figure 11. Vertical component of synthetic velocity for a strike-slip double-couple point 
source located at depths of 10 km (left panel) and 2 km (right panel). The synthetic 
seismograms are calculated with a 3D model that includes shallow crustal scattering 
effects (shown in Figure 10).  The synthetics are band-pass filtered at 0.1-1.0 Hz. (two 
left panels), and at 1.0-1.8 Hz. (two right panels). Green traces correspond to rock sites, 
and blue traces correspond to basin sites.  
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Figure 12. Smoothed envelopes of synthetic seismograms at sites S16 and S26. The 
envelopes are calculated using the vertical component of synthetic velocity seismograms 
band-pass filtered at 0.1-1.8 Hz (left panels), 0.1-1 Hz (middle panels), and 1-1.8 Hz 
(right panels).  
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Figure 13a. Vertical component of synthetic velocity for a strike-slip earthquake with the 
source depth of 2 km (left panel), and isotropic explosion source at a depth of 0.4 km 
(right panel) band-pass filtered at 0.1-1.0 Hz. The synthetics are scaled to their individual 
maximum amplitude in order to facilitate the amplitude comparison between P and S 
waves at each station.  Blue traces correspond to basin sites and green traces correspond 
to rock sites. 
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Figure 13b. Same as Figure13a but band-pass filtered at 1.0-1.8 Hz. The synthetics are 
scaled to their individual maximum amplitude in order to facilitate the amplitude 
comparison between P and S waves at each station. 
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Figure 14. Comparison of smoothed envelopes for the vertical component of synthetic 
velocity seismograms at a rock site (station 16) and basin site (station 26) for the 
earthquake and explosion sources, band-pass filtered at 0.1-1 Hz (left panels), and 1-1.8 
Hz (right panels).  Note the relatively large P/S ratio of coda waves for the explosion in 
the frequency band 1-1.8 Hz.  The simulated P/S ratio increases with the frequency. This 
is in good agreement with observation. 
 
 
 

 
 
Figure 15.  Close up of the velocity model in the region near the basin edge. Blue stars 
indicate the location of the explosion sources in rock near (RE) and in the basin 
sediments (BE) used in the simulations.  
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   Basin Edge                Rock                        Basin Edge                Rock 
 

 
                           (0.1-1.0 Hz)                                         (1.0-1.8)Hz 
Figure 16. Vertical component of synthetic seismograms calculated at the linear array 
shown in Figure 10. for an explosion source embedded in rock adjacent to the basin 
(Rock), and an explosion source embedded in basin sediments next to the basin edge 
(Basin Edge).  Left panels show synthetic seismograms band-pass filtered at 0.1-1.0 Hz, 
and right panels show synthetic seismograms band-pass filter at 1.0 -1.8 Hz.  
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Figure 17. Comparison of smoothed envelopes of the vertical component of velocity 
calculated at station S16 (left panels) and station S26 (right panels) between an 
earthquake at a depth of 7 km, explosion located outside the basin at depth of 400m (RE), 
and explosion located within the basin at a depth of 400 m (BE). 
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Figure 18. Top panel:  Surface view of a vertical fault zone and station locations Bottom panel: Cross-
section of the 3D model across the fault zone along line A1-A2. The velocity heterogeneity in the fault 
zone is modeled by perturbing the shear modulus by +/- 10% with a correlation length of 1 km. Small 
rectangle shows the location of a 1kmx1km fault used in the simulations of rupture directivity. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 19. Tangential component (left panels) and vertical component (right panels) of finite-
difference synthetic velocity seismograms band-pass filtered at 0.1-7Hz. The station number is 
indicated on the left of each trace.  The small fault ruptures toward north.  We considered three 
scenarios; fault located in the fault zone, fault located next to the fault zone and a reference scenario 
for a fault embedded in a homogeneous half space.   
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Figure 20a. Rupture directivity at a linear array of stations simulated using 4 double-
couple point sources with pure strike-slip mechanism, activated at equal time intervals to 
simulate unilateral rupture propagation.  We used a reference 1D layered model  to 
simulate velocity seismograms up to 6.5Hz.  
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Figure 20b. Same as Figure 20a but for a 3D velocity model with velocity perturbations . 
The 3D velocity model used in the finite-difference simulations is the horizontally 
layered model with shallow basins, and random perturbations in the upper 6 km. 
 
 
 
 



 41

 
 
Figure 21. Comparison of amplitude Fourier spectra of velocity calculated at station 12 
which recorded the forward rupture directivity (red trace) and station 4 which recorded 
the backward rupture directivity (green trace).  Left panels correspond to the 3D model 
with scattering, and right panels correspond to 1D model.  
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Figure 22.  3D regional velocity model used in modeling wave propagation scattering 
using flat free surface.  Top Panel:  Free surface of the 3D velocity model. Yellow 
colored area are shallow basins. Star indicates the hypocenter location of the source and 
triangles show the stations location.  Bottom Panel: Top 10 km of a vertical cross section 
of the 3D velocity model along A-A’ line  
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Figure 23a. Vertical component of synthetic velocity for a strike-slip earthquake with the 
source depth of 2km  (left panel) and an isotropic explosion source at a depth of 0.5 km 
(right panel) band-pass filtered at 0.1-3.5 Hz.  All synthetics are individually scaled by 
their maximum amplitude. 
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Figure 23b.  Same as Figure23a but band-pass filtered at 2.0-3.5 Hz 
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Figure 24.  Simulated P(2-3.5Hz)/P(0.1-1.0Hz) ratios (left panels) P(2-3.5Hz)/Lg(2-3.5Hz) 
ratios (middle panels) and P(2-3.5Hz)/P(0.1-1.0Hz) *P(2-3.5Hz)/Lg(2-3.5Hz) ratios (right panels) 
for an explosion (green dots) and a shallow earthquake (red dots) for radial, transverse, and 
vertical component of waveforms.  The synthetic are calculated with a 3D multilayer velocity 
model with random perturbations in the top 6 km. the velocity model is shown in Figure22. 
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